
Generate and preserve Process knowledge
Control and optimize with Predictive Analytics 
and knowledge-based Systems

J. Gottschling, Universität Duisburg Essen
D. Hartmann, Hochschule Kempten

EIDO data



2

Predictive Analyticsuses methods from the fields
of Statistics, Machine Learning, and Data Mining 
to give predictions based on current and
historical data.

The above mentioned fields are not well 
seperated. Data mining methods covers e.g. 
Classification (Clustering), Decision trees and 
Association Analyzes.

Predictive policing is about the prediction
of crimes. The software gives predictions based 
on past years data (e.g., location, time,
Prosecutions) on criminal offenses in a certain region. The police
patrol cars can then be concentrated in this vulnerable region (See 
http://www.computerwoche.de/a/was-ist-was-bei-predictive-analytics,3098583).

Predictive Analytics ðWhat is it ?

Link: http://www.computerwoche.de/a/
was-ist-was-bei-predictive-analytics,3098583

http://www.computerwoche.de/a/was-ist-was-bei-predictive-analytics,3098583
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StaticRoute planners calculate the arrival time with an average Speed 
and the Speed profile of the route.

But: The arrival time depends significantly on the day of the week and the time.

Whether the trip from Duisburg to Dortmund on the A40 at 7:00 am begins on 
Wednesday or on Sunday, has a significant impact on the Arrival time.

Dynamicroute planners consider - in addition to the average Speed and 
the Speed profile, historical and current data(existing congestion 
and construction sites) in the calculation of the route and the 
arrival time.

Such data is obtained e.g. by Floating Car Data / Floating Phone Data.

Google Maps Product manager Dave Barth:
"When we summarize your speed with the speed of other smartphones on the road, from 
thousands of phones, moving around the streets of any city at any time, we get a good Picture of 
current Traffic conditions."

Google MapsςAn example to get started

Predictive Analytics ðExample Routenplaner
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Predictive Analytics with EIDOminer

The basis of supervised Machine Learning is a set of similar datasets. A dataset is a group 
of related data fields, e.g. T, C, Si, Mgand Strain. If the datasets are stored in a table, a 
dataset is one row of this table.

The fields (in the following also called variables) of such a Dataset are distinguished into 
functionally independentand functionally dependentfields. In the above example, T, C, Si,
and Mg are the functionally independent variables, and the Strainis a functionally 
dependent variable. Several functionally dependent variables are also possible.

T [ÁC] C [%] Si [%] Mg [%] Dehnung [%]

1.381,23 3,59 2,71 0,052 20,0

1.385,33 3,56 2,72 0,041 20,3

1.381,40 3,61 2,63 0,042 7,6

1.385,40 3,62 2,68 0,049 19,3

1.379,00 3,63 2,66 0,054 20,0

1.380,00 3,62 2,63 0,053 19,3

1.379,50 3,72 2,78 0,048 20,0

1.379,20 3,67 2,72 0,055 15,9

1.380,68 3,58 2,62 0,047 17,6



The aim of Machine Learning:

To predict the functionally dependentvariables "sufficiently good" from the 
functionally independentvariables on the basis of training data.

The variables of measured Datasets are Random variables in the stochastic sense 
since they are subject to random fluctuations, and for these random variables, the 
terms stochastic dependence or independenceare well defined.

Therefore, the terms functional dependence and independenceare used for the 
measured values.

Functionally dependent Random variables (A1Σ Χ Σ Ak) with a Prediction function Fare 
predicted from the functionally independent random variables (U1Σ ΧΣ Un) . 
Thus: (A1Σ Χ Σ Ak) = F(U1Σ ΧΣ Un). 

These Prediction functions are trained and validated on the basis of Measured data.
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Predictive Analytics with EIDOminer



There are many methods of Machine Learning that can 
generate such Prediction functions:

Å Neural Networks (NN),

Å Bayesian Networks (BN),

Å K Nearest Neighbors (KNN)

Å Decision Trees (DT),

Å Multiple Regression (MR),

Å Support Vector Machines (SVM),

Å Logistic Regression (LOR)

Χ  

6

Grundlagen des 

maschinellen Lernens
Predictive Analytics with EIDOminer



Lösung mit EIDOminer

The Intelligent Analysis Manager is the core module of the EIDOminerand 

summarizes several methods of Machine Learning in a Functionbox.
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The weaker methods, 
which can not predict the 
quality characteristics of 
a given process well 
enough, are switched off 
by the learning 
supervisor.

Grundlagen des 

maschinellen Lernens
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Lösung mit EIDOminer
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The results of the individual 
methods of Machine 
Learning are combined by 
fusion methods. Intelligent 
fusion methods are currently 
being further developed.

Grundlagen des 

maschinellen Lernens
Predictive Analytics with EIDOminer
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Predictive Analytics with EIDOminer

The predictions are only as good as the data on which they are based!

The software EIDOminertherefore examines in the Preprocessorwhether the functionally 
independent variables from which the functionally dependent variables are to be predicted 
have statistical dependencies and whether the number of these functionally independent 
variables can be reduced (Dimension reduction).

If the functionally independent variables are correlated (not only linear), the 
measurement of their isolated influence on the functional dependent variable becomes 
more difficult. A variable, which is correlated with other variables, measures in part the 
influence of the other variables.

This so-called Multicollinearitycan be eliminated or reduced by different methods.

Through Dimensional reduction such problems are 
corrected and the model becomes "slimmer", the 
model interpretation more precise.
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Predictive Analytics with EIDOminer

If the functional dependent random variable is discrete, one speaks of Classificationand of 
Regression,if it is continuous.

So: 
Classificationis the prediction of a class (e.g., OK, Critical, NONE), and Regressionis the 
prediction of a real number. 

But not only the Dependencies of the functionally independent variables are important. 

Important is also the Question:

What is the effect of the functionally independent variables on the functionally 
dependent variables?
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Predictive Analytics with EIDOminer

The Preprocessor, however, can not determine whether the set of functionally 
independent variables is complete. Complete in the sense that the independent 
variables can predict the dependent variable (s) well.

By increasing additional independent variables, the Prediction quality 
can often be significantly improved. 

The Preprocessor includes the following pedictabilityfunction:

It will search for all Datasets whose functional
independent variables are "close" to each other, while the 
functionally dependent variables are "wide" apart.

Such datasets can not be processed by the Machine Learning
algorithms. 

A new added variable often provides a solution.
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Predictive Analytics with EIDOminer

If the data is excellent, the Predictions are also excellent.

As an example, consider the dataset

TestData01(100 lines):
6 functionally independent variables I1 - I6 and a functionally dependent variable D

I1 - randomly generated with a Normal distribution
I2 - 3*I1 + Noise
I3 - 5*I1 + Noise
I4 - randomly generated with a Normal distribution
I5 - I1 + I4 + Noise
I6 -p*I4 + Noise
D - 2*I1^0,5 + 3 * I4^1.2
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Predictive Analytics with EIDOminer

According to the above linear correlation matrix, 
only the columns I1, I4 and I5 should be used to 
train the tools of the Machine Learning.

The EIDOminersoftware detects the correlated 
variables when loading the dataset and suggests 
removing these variables. I5 = I1 + I4 + Noise
is not recognized because the correlation 
coefficient Is set to 90% by default.



14

Predictive Analytics with EIDOminer

Result Neural networks
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ResultSVM
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Predictive Analytics with EIDOminer

ResultMultiple Regression
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Predictive Analytics with EIDOminer

However, the 
coefficients are not 
statistically significant.
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Predictive Analytics with EIDOminer

ResultBayesianNetwork

It is clear that this method is 
more suitable for 
Classification.
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Predictive Analytics with EIDOminer

ResultKNN

The Prediction of the Training 
data lies on the 45 ° axis. The 
Test- and Validation data are 
well approximated.
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Predictive Analytics with EIDOminer

From the Singular Value Decomposition (SVD) in the
preprocessing, all dependencies within the 
functionally independent variables are discovered. 
Only the variables I1 and I4 are relevant. The 
information of the other Independent variables 
is lost with this type of dimensional reduction.

Applying the Principal Component Analysis (PCA) to 
this data, the first two Principal Components PC1 
and PC2 covers almost 100% of total variation.
As with the SVD, the original data will be reduced to 
two columns. But with the SVD, it is the original 
columns I1 and I4. In the case of the PCA both 
columns PC1 and PC2 knows about all columns of 
the original data.

Dimension reduction)
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Predictive Analytics with EIDOminer

PCA

Dimension reduction with the Principal Component Analysis - Principal Component Analysis (PCA)
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Predictive Analytics with EIDOminer

RMSE = 0,5318265  (Rohdaten)RMSE = 0,49897209  (SVD)


